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\\\ =~ .. PREFACE
\srhis document contains the proceedings of the Air Force/NASA Workshop on
Modeling, Analysis, and Optimization Issues for Large Space Structures held in
Williamsburg, Virginia, May 13-14, 1982. _ The workshop was jointly sponsored by

NASA Langley Research Center, the Air Force~Qffice of Scientific Research, and

the Air Force Wright Aeronautical Laboratories.~yThe theme of the workshop was
modeling, analysis, and optimization of large space structures, including structure-
control interaction. Speakers were drawn primarily from industry, with partici-
pation from universities and government. The workshop was organized into three
sessions: mathematical modeling, analysis methodology, and optimization for P
controllability. Results of the workshop were discussed in a final session.-;7{)é”
Sumnaries of the sessions were presented by session technical secretaries, and
general discussion followed. 1In addition to this fourth session, ample time was
allowed within each session for discussions on topics of individual papers. Intro-
ductory remarks were made by Dr. Michael J. Szlkind, Air Force Office of Scientific
Research, and Mr. Robert C. Goetz, NASA Langley Research Center. A list of workshop
attendees is included in the front of this document.

The workshop organizers express their appreciation to the session chairmen,
speakers, and panelists, whose efforts contributed to the technical excellence of
the workshop. Session chairmen were Dr. Larry D. Pinson, NASA Langley Research
Center; Mr. M. A. Ostgaard, Air Force Wright Aeronautical Laboratories, and Dr.
V. B. Venkayya, Air Force Wright Aeronautical Laboratories. Thanks are also due
to session secretaries Dr. J. Housner, Dr. John Gubser, Dr. V. B. Venkayya, and
Mr. B. Hanks.

Larry D. Pinson
NASA Langley Research Center
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\ " INTRODUCTION

Eélhe workshop presentations ranged over many topice in large space structures,
including structure-control interaction, structural ané structural dynamics
modeling, ‘' thermal analysis, testing, design, and optimjcation. The interdisciplinary
area of structure-control interaction, which is a challenge to analysts, designers,
and test engineers, was clearly emphasized. Not addre:sed in the workshop was the
important subject of structural deployment.

Structure-control interaction is emergqhé as a separate discipline in which
structural dynamicists and controls engineers each become proficient in both areas
to accomplish viable designs. Performance requirements dictate an integrated
approach to design. The necessity for this merging of structural dynamics and
controls disciplines has become apparent because of extreme requirements in potential
large space structures applications. Furthermore, research is now ongoing in
aeronautics in the areas of active flutter suppression, load alleviation, and
reduced static stability, all of which require consideration of the control of
structural motion at a rate that excites structural vibration. Presentations on
this subject at the workshop revealed the immaturity of the technology. Theoretical
considerations dominate research. Most controllers are considered to be ideal, and
the effects of various kinds of structural or actuator nonlinearity are not known.
The presentation by Lyons and Aubrun of results from experiments on elementary
structures with a few sensor-actuator combinations showed some agreement between
analysis and test data. Although other experimental work is known to be under way,
a reasonable assessment is that several theoretical approaches exist in this area
with insufficient experience in their application to form a blending of these
methods which can be applied confidently in a practical situation. Only through
ground test and analysis programs involving relatively complex structures and
associated control systems and through careful space flight experiments will this
necessary confidence and experience be achieved. Such programs also will cause
appropriate organizational redlignments to enhance communications, as well as
appropriate merging of the structural dynamics and controls disciplines,

The trends in research in structural analysis and modeling are toward
increasing finesse to achieve efficiency. These trends are driven by two consider-
ations: (1) potential large space structures have too many elements to model with
the conventional finite element approach, and (2) small, accurate models are a
necessity for practical design procedures involving resizing and repeated analyses.
One trend is toward models in which structures with many repeating elements are
idealized as equivalent continua, followed by analyses that are a blend of clnssical
partial differential equation solutions and approximate techniques. Assumed-
function approaches that extend classical Ritz-type methods tc¢ nonlinear responses
of these idealized structures are being applied with success. None of these new
techniques, however, has been incorporated into generally available computer
analysis programs. In addition, experience with new structural concepts such as
cable-stiffened structures is sparse. With extended experience using large space
structure concepts and incorporation of new techniques into practical computer
analysis programs, structural analysis and modeling of most forseeable large space
structures will become feasible.

Ground tésting is perceived as a major:challenge in large space structures

" applications because of gravitational and atmospheric effects. To derive maximum
. benefit from ground tests, it is necessary to have flight data to substantiate

analytical corrections for suspension system, gravitational, and atmospheric effects.
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Controversy exists concerning the nature of such flight data. Research-oriented
engineers tend to favor basic, relatively inexpensive experiments with specific
objectives, whereas project and systems engineers opt for more complex specimens
with much greater potential for practical demonstration. As was revealed at the
workshop, ground test data from tests of large structures configured for space
applications are scarce, and no data exist for space tests. Such data are needed
to obtain confidence in the analyses necessary to justify commitment to real
applications.

The emphasis in thermal analysis 1s on obtaining greater analysis efficiency.
Very little is being done to verify amalytical approaches or to ascertain sensi-
tivities through correlation with tests. Novel approaches to problems such as
interelement radiation were revealed. These approaches involve consideration of th
probable importance of various geometric effects. Assumed-function approaches are
also being developed to enhance efficiency.

Examples of the application of structural optimization procedures in the
design of complex structures are rare. Subassemblies can be designed to static
load requirements, but the technology for design for dynamic loading 1s immature.
The problem is complex, and research has been under way for over a decade. Dis-
cussions at the workshop indicated that real applications will not occur until
mission requirements force such a formal approach to design. Large space structurt
applications seem to provide these requirements.
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TECHNIQUES AND ANALYSIS METHODS FOR LARGE SPACE STRUCTURES
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INTRODUCTION

Needless to say, a critical and in-depth review of the state of the art in
modeling techniques and analysis methods for large space structures would require
much more space than can be allotted to this paper. Therefore, this paper focuses

.on certain aspects of the subject pertaining to the structures discipline. Other
disciplines such as thermal analysis and modeling and controls are not covered
in this paper.

Figure 1 shows examples of the five categories of large space structures sug-
gested for various applications (see, for example, Refs. 1, 2 and 3). They include

1) Booms and other one-dimensional configurations
2) Planar surfaces
3) Antennas and curved structures
4) Platforms
5) Space stations
Because of their low mass and high stiffness, repetitive lattice trusses have been

selected as the primary candidates (Refs. 4 and 5) for most of the large space

structures. This paper focuses on modeling techniques and analysis methods for
these structures.

1) \unuu
S5, a 1010 9811
E‘-,L_,Q NENDAMIE SiRE DN

noonmt I\I !lll('llli

S o 080




(b)

SPACE STATION
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CURRENTLY USED APPROACEES FOR ANALYZING
REPETITIVE LATTICES

A review of the state of the art in the arnalysis, design, and construction of
lattice structures until 1976 is given in Refs. 6 and 7. The currently used ap-

proaches for analyzing large repetitive lattices can be grouped into four classes
as shown in Figure 2.

The first approach 1s the direct method wherein the structure is analyzed as a
system of discrete finite elements. It has the obvious drawback of being computa-
tionally expensive for large lattices. This is particularly true when a buckling,
vibration, or a nonlinear aralysis is required. To remedy this drawback, techniques
were developed for substantially reducing the number of degrees of freedom in the
buckling and nonlinear analyses (Refs. 8 and 9}.

The second approach is based on replacing the actual lattice by a substitute
continuum model (see, for example, Refs. 10 through 14). It has the limitations
that: a) the local deformation effects are typically not accounted for, and b) ordi-
nary (or classical) continuum is not suitable for lattices with rigid or flexible
joints. To overcome these drawbacks, continuum models have besn developed which
include the local deformation modes (Refs. 15, 16 and 17). For lattices with rigid
joints, micropolar continua have been developed (Refs. 18 through 21).

The third approach is the discrete field method which takes advantage of the
regularity of the lattice and is based on writing the equilibrium and compatibility
equations at a typical joint and then using the Taylor series expansion to replace
these equations by differential equations (see, for example, Refs. 22 and 23). This
approach works well for simple lattice configurations, but becomes quite involved for
lattices with complex geometry.

e ~ C

The fourth group of methods is called the periodic structure -approach.

This approach is based on either: a) the combined use of finite elements and transfer
matrix methods, which is efficient only for rotationally symmetric or simple
geometries (Ref. 24), or b) the exact representation of the stiffness of an individual
member from which the analysis of beam~like lattices with simply supported edges can
be performed (Refs. 25 and 26). The limitations of the periodic structure approach
can be removed by combining this approachk with the substitute continuum approach.

This paper will focus on the reduction methods and improved continuum models.
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CURRENTLY USED APPROACHES FOR ANALYZING LARGE REPETITIVE LATTICES

© EQUILIBRIUM AND COMPATIBILITY
EQUATIONS ARE WRITTEN AT

® DEVELOPMENT AND STLUTION

APPROACH DRAWBACKS POSSIBLE REMEDIAL ACTIONS
® DIRECT METHND ® COMPUIATIONALLY VERY ® USE OF REDUCTION METHODS
o STRUCTURE ANALYZED AS EXPENSIVE FOR LARGE  FOR BUCKLING AND NONLINEAR
A SYSTEM OF DISCRETE LATTICES - PROBLEMS .
FINITE ELEMENTS SRR
|® SUBSTITUTE CONTINUUM ® LOCAL DEFORMATION EFFECTS |® INCLUDE LOCAL DEFORMATION
APPROACH NOT ACCOUNTED FOR MODES IN THE DEVELOPMENT
le ORDINARY CONTINUUM NOT  |® USE MICROPOLAR CONTINUA
SUITABLE FOR LATTICES R
WITH RIGID JOINTS R e
l® DISCRETE FIELD METHOD

© SUBSTRUCTURING - COM-
BINED USE OF FINITE
ELEMENTS AND TRANSFER
MATRIX METHODS

® EXACT REPRESENTATION
OF STIFFNESS OF IN-
DIVIDUAL MEMBERS

A TYPICAL JOINT CAN BE SUBSTANTIAL FOR
COMPLEX LATTICE
ARE USED TO DEVELOP
DIFFERENTIAL EQUATIONS
|® PERIODIC STRUCTURE
APPROACH

® NOT EFFICIENT FOR COMPLI-
CATED CONFIGURATION
AND/OR FOR TRANSIENT
RESPONSE CALCULATIONS

{® LIMITED TO BEAMLIKE
LATTICES WITH SIMPLY
SUPPORTED ENDS OR RING
CONFIGURATION WITH RIGID
CENTRAL MAST

® COMBINE WITH SUBSTITUTE
CONTINUUM APPROACH

Figure 2
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OBJECTIVES AND SCOPE
The objectives of this paper are listed in Figure 3. They are:

1) To review recent progress in continuum modeling and reduction methods which
are applicable to large space structures

2) To identify some of the analysis and modeling needs for future large space
structures

This paper is divided into three parts. The first part deals with continuym
modeling. Both beam—1like and plate-like lattices are considered. Linear thermo-
elastic static response, free vibrations, and buckling problems are treated. The
lattices can have either pin or rigid joints. Continuum models have also been
developed for beam-like lattices with open thin-walled section longerons, but will
not be considered in this paper. The second part of the paper deals with reduction
methods as applied to bifurcation buckling, nonlinear static, and dynamic responses.

-The third part deals with analysis and modeling needs.

OBJECTIVES

® REVIEW RECENT PROGRESS IN CONTINUUM MODELING AND REDUCTION
METHODS WHICH ARE APPLICABLE TO LARGE SPACE STRUCTURES.

L IDE.NI’IFY ANALYSIS AND MODELING NEEDS.
Score .
CONTINUUM MODELING
@ BEAM-LIKE AND PLATE-LIKE LATTICES WITH DIFFERENT CONFIGURATIONS.

@ LINEAR THERMOELASTIC STATIC RESPONSE, FREE VIBRATIONS AND
BUCKLING PROBLEMS.

@ LATTICES WITH PIN AND RIGID JOINTS.
@ BEAM-LIKE LATTICES WITH OPEN THIN-WALLED SECTION LONGERONS.

REDUCTION METHODS

@ BIFURCATION BUCKLING, NONLINEAR STATIC AND DYNAMIC RESPONSES.

ANALYSIS AND MODELING NEEDS

® LOADS DETERMINATION
® MODELING AND NONCLASSICAL BEHAVIOR CHARACTERISTICS.
©® COMPUTATIONAL MODELS AND ALGORITHMS.




&1 _ - EFFECTIVE THERMOELASTIC CONTINUUM MODEL

The characteristics of an effective continuum model are outlined in Figure 4 for
a typical double-layered grid such as the one shown in the figure. It is a continuum
having the same amounts of strain and kinetic energies as the original lattice when
both are deformed identiczlly. The temperature distribution, loading, and boundary
conditions simulate those of the original double-layered lattice grid.

The original three-dimensional double-layered lattice is replaced by a two-

li dimensional continuum plate model. The last two characteristics are perhaps the most
. important in terms of new developments. These characteristics are

1) Local defermations are accounted for

2) Lattices with rigid joiucs are modeled by micropolar continua

)

© IS A CONTINUUM WHICH HAS SAME AMOUNT OF THERMOELASTIC STRAIN

ENERGY STORED IN iT AS ORIGINAL DOUBLE-LAYERED GRID WHEN BOTH
ARE DEFORMED IDENTICALLY.

® TEMPERATURE DISTRIBUTION AND BOUNDARY COND!TIONS OF CONTINUUM
SIMULATE THOSE OF DOUBLE-LAYERED LATTICE GRID

® THREE-DIMENSIONAL DOUBLE-LAYERED LATTICE IS REPLACED BY TWO-
DIMENSIONAL CONTINUUM PLATE MODEL.

® LOCAL DEFORMATIONS 'ACCOUNTED FOR
® ORDINARY CONTINUUM MODELS FOR LATTICES WITH PIN JOINTS AND

, MICROPOLAR CONTINUUM MODELS FOR LATTICES WITH RIGID JOINTS
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LOCAL DEFORMATIONS IN AXTALLY LOADED PLANAR TRUSS

The local deformation in an axially loaded planar truss is shown in Figure 5.
The actval deformation has the zig-zag pattern shown on the top sketch. On the
average, however, the chord members remain straight. The classical continuum averages
these deformations as shown in the bottom sketch thereby substantially overestimating
the axial stiffness. The continuum models developed in Refs. 15, 16 and 17 do account
for local deformations such as the one shown here.

o oaty L ety e - T el
AR LTy 1¢ AN ¥ LT

(Y
oA

VREAAT SR
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. ORDINARY VERSUS MICROPOLAR CONTINUA

A contrast betwéen the ordinary and micropolar continua is made in Figure 6.
For an axially loaded pin-jointed truss member the transverse motion is completely
characterized by the joint displacements. The member rotation Y is related to the
joint displacements wy and wy. Therefore, the appropriate continuum to use in
modeling pin-jointed trusses is the ordinary continuum for which the displaccment
§<eld completely characterizes the motfion of the structure.

On the other hand, for a rigid-jointed member, the transverse motion 1is charac-
terized by both the joint displacements wj, wi; as well as the joint rotations 0j, ej
which are independent of the displacements. '}herefore, the appropriate continuum to
use in modeling rigid-jointed flexural members is one whose motion is characterized
by both a displacement {ield and an independent notition f{iefd. The micropolar con-
tinuum is such a continuum (Ref. 27).

TRUSS MEMBER (PIN JOINTS) BEAM MEMBER (RIGID JOINTS)

L
e — ke L >
L - - —J —}'F—-'-——'———'-———'-—-;E}--
DEFORMATION | T E :’T I l
PATTERN w; W, ,

v = %— (w, - W)
ROTATIONS ¢ = T (wj -wi)
6., 9j (JOINT ROTATIONS )
ORDINARY MICROPOLAR
APPROPRIATE
CONTINUUM (DISPLACEMENT FIELD ONLY) (INDEPENDENT DISPLACEMENT

AND ROTATION FIELDS )

Figure 6




BEAM-LIKE LATTICES CONSIDERED IN PRESENT STUDY

Some typical configurations for the beam-like and plate-like lattice trusses are
The characteristics of the continuum models for these lattices

shown in Figure 7.
are given in Refs. 15 and 16.

®) RECTANGULAR CROSS SECTION

Figure 7
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FREE VIBRATIONS OF CANTILEVERED DOUBLE~LACED BEAM

Consider the free vibrations of the cantilevered beam-lile lattice with pin .
joints showm in Figure 8. The continuum model for this structure is a cantilever
beam. The stiffness and the mass characteristics of this beam are given in Ref. 15.
The accuracy of the lowest seven frequencies obtained by the continuum model is
shown in the figure for the two cases of five and twenty bays. The exact frequencies
were obtained by a direct finite element analysis of the actual structure. For five
bays the maximum error in the third bending frequency is 7 percent and reduces to
less than 2 percent for twenty bays. As to be expected, the accuracy of the predictions
of the continuum model increases with the increase in the number of bays.

n=>5 n=20
FIVE REPEATING ELEMENTS TWENTY REPEATING ELEMENTS
bi = ith BENDING MODE
ti = ith TORSIONAL MODE
110 ei=ith EXTENSIONAL MODE

3

1.05

exact
1.60

0.95

0.90

Figure 8
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FREE VIBRATIONS OF A SIMPLY SUPPORTED HEXAHEDRAL GRID

The second problem considered is that of the free vibration response of a double-
layered hexahedral lattice grid with pin joints shown in Figure 9. The continuum
model for this grid is taken to be a square plate whose stiffness and dynamic charac-
teristics are given in Ref. 15. .

In order to amplify the effect of local deformations, the areas of the core
members of the grid were assumed to be twenty times the areas of the core members.
The accuracy of the lowest six frequencies is shown in the figure. The solid lines
refer to the continuum which includes local deformations, and the hatched lines are
for the case when local deformations are neglected. The importance of including the
local deformation is obvious.
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pr I = INPLANE MODE
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SPATIAL VIERENDEEL GIRDER

This set of results includes the free vibrations and buckling of beam-like lattices
with rigid joints. As an axtreme case consider the spatial vierendeel girder shown in
The continuum model for this structure is a micropolar beam whose stiffness

Figure 10.
and dynamic characteristics are given in Ref. 21.

la 13 '3

Figure 10




FREE VIBRATIONS OF CANTILEVERED VIERENDEEL GIRDER

The accuracy of the lowest six vibration frequencies obtained by the micropolar
continuum models is shown in Figure 11. Two cases are considered, namely, five and
twenty bays. For the case of five bays, the maximum error in the third bending fre-
quency is less than 5 percent and for twenty bays the error is well within 0.1 percent

Accuracy of Micropolar Continuum Solution

n=5 n=20
Five repeating elements Twenty repealing elements

| § (1 P _

bl = ith bending mode

ti = ith torsional mode
L0 -

[
Yexact Lol B U 2 b
b2 t3
b3

.95 I -
e.%

Figure 11
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MODE SHAPES FOR CANTILEVERED VIERENDEEL GIRDER

The mode shapes assoclated with the lowest elght vibration frequencies for a
shown in Figure 12. The modes alterpate

ten~-bay cantilevered vierendeel girder are
between flexural and torsional as shown. The continuum predictions are given along

with the exact frequencies obtained by the direct finite element analysis of the
actual lattice structure (shown between parentheses).

w7 = 24029 Hz (24449 vg =34.304 Hx (34.302)*

. Figure 12
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BUCKLING OF CANTILEVERED VIERENDEEL GIRDER

The lowest two bifurcation buckling modes of a ten-bay cantilevered vierendeel
girder are shown in Figure 13. The predictions of the micropolar beam model are
given along with those obtained by direct finite element analysis of the actual
lattice (shown between parentheses).

Ten Repeating Elements

10-3 x X; = 1330 Newtons (1.330) 10-3 x X = 1807 Newtons (1.823)

Figure 13
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REDUCTION METHODS FOR BIFURCATION
BUCKLING AND NONLINEAR ANALYSIS

The second topic considered in this paper is the use of reduction methods: for
bifurcation buckling and nonlinear analysis. The basic features of reduction methods
are outlined in Figure l4. They are techniques for reducing the number of degrees of
freedom through the transformation shown. The vector {X} represents the original
displacement degrees of freedom. The vector {¢} refers to amplitudes of displacement
modes and [T'] is a transformation matrix whose columns represent a priorit chosen global
displacement modes.

As to be expected, the effectiveness of reduction methods depends to a great
extent on the proper selection of displacement modes. In a number of studies, it was
shown that an effective choice of the displacement modes includes the various order

derivatives of the displacement vector with respect to the load parameter (Refs. 8

and 9). These vectors are generated by using the finite element model of the oni-

ginal Lattice structure. The recursion formulas for evaluating the derivatives L——},
2 3

Pa—gl, X §}. ... are obtained by successive differentiation of the original finite

p 3p

element equations. The left-hand sides of the recursion formulas are the same (see

Ref. 8). Therefore, only one matrnix factorization is nequired fon the generation

of alf global functions. Several numerical experiments have demonstrated the

effectiveness of this choice (see Ref. 9).

DEFINITION ARE TECHNIQUES FOR REDUCING THE NUMBER OF D.0.F.
. THROUGH THE TRANSFORMATION

mn.l UL r.l r<<n

Xt

3

ORIGINAL DISPLACMENT D.O.F. IN THE FINITE
ELEMENT MODEL

MATRIX OF GLOBAL DISPLACEMENT MODES

Wi REDUCED D.O.F. - AMPLITUDES OF DISPLACEMENT
MODES

SELECTION OF GLOBAL DI SPLACEMENT MODES
(g [;__t ,a2xl !a3x ]

LOAD PARAMETER

rl

© COLUMNS OF ('] GENERATED BY USING THE FINITE ELEMENT MODEL OF THE
ORIGINAL STRUCTURE

©® THEIR GENERATION REQUIRES ONLY ONE MATRIX FACTORIZATION
o NUMER_ICAL EXPERIMENTS HAVE DEMONSTRATED THEIR EFFECTIVENESS
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BASIC EQUATIONS USED IN REDUCTION METHODS FOR BIFURCATION
BUCKLING AND STATIC NONLINEAR PROBLEMS

The basic equations used in reduction methods for bifurcation and static non-
linear problems are given in Figure 15. It is worth noting that the original
displacement unknowns {X} can be on the order of thousands whereas the reduced
unknowns {¢} are typically twenty or less. This is true regardless of the complexity
of the structure and/or the loading. The details of the computational procedure for
tracing the load-deflection paths in nonlinear static analysis, including identifi-
Application

cation of bifurcation and limit points, are given in Refs. 28 and 29.

of reduction methods to nonlinear dynamic problemes is discussed in Ref. 9.

ACTUAL (LARGE) PROBLEM

REDUCED (SMALL) PROBLEM

IX}= INDIVIDUAL =] 1Xi= [(F1tg! ]~ AMPLITUDES
F%’&"A‘@”JQL DISPLACEMENTS | OF DISPLACEMENT
MODES
® THOUSANDS OF UNKNOWNS| @ TWENTY OR LESS
BIFURCATION N - .~ 1 -
GOVERNING| BUCKLING [[K] + P[KG]]*X* =0 [[K] +p [Kg]] 1= 0
EQUATIONS [ <taTic 1 - - =
NONLINEAR IKNXE + 16 (X))} - piPt = O [KNgl + 1G (¢)i-piPl =0
- | RESPONSE | ~ 1000 EQUATIONS ~ 20 EQUATIONS

HOW TO TRACE LOAD-
DEFLECTION PATH

©® REPEATED SOLUTION OF
LARGE SYSTEMS OF
SIMULTANEOUS NONLINEAR
ALGEBRAIC EQUATIONS

©® GENERATION OF [T']

® MARCHING WITH SMALL
SYSTEM OF EQUATIONS

@ ERROR SENSING AND
CONTROL (UPDATING [I]
WHENEVER NEEDED)

(K) = (rTIKars

. 22
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. [Kg]=rriftkacrs

Figure 15
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APPLICATION OF RFDUCTION METHODS TO BIFURCATION
BUCKLING OF A LATTICE TRUSS

As a simple demonstration of the effectiveness of reduction methods to bifurcation
buckling problems, consider the thirty-bay cantilevered beam~like lattice truss with
pin joints subjected to axial loading. The truss has 372 displacement degrees of

" freedom. The convergence of the lowest two buckling loads with the increase in the
number of global functions or reduced degrees of freedom is shown in Figure 16. With
six global functions, i.e., a 6x6 eigenvalue problem, the results obtained by the
reducad system are identical to those obtained by the full system of equations to
four significant digits.

30-BAY CANTILEVERED BEAM-LIKE LATTICE TRUSS SUBJECTED TO AXIAL LOADING

NUMBER OF BUCKLING LQAD 03
BASIS Per X 1
VECTORS Dl Dz
3 1,328 328.24
y 1.251 2.191
5 1.258 2.506
6 1,258 2.505
X, Xy
(372 D.0.F.) T F7 N z
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et £
-4
~
.,
0

...'-.' - N
3 e B - \\

Nl TYPICAL
" REPEATING
/] ELEMENT

|

l|

Figure 16
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ANALYSIS AND MODELING NEEDS FOR LARGE SPACE STRUCTURES

The third part of the paper deals with the analysis and modeling needs of large
space structures. A list of some of the areas where more work is needed in the future
is given in Figure 17. The first area in which work is needed is the general deploy-
ment/erection analysis capability which includes the elements of both rigid body
kinematics and flexible body dynamics.

The second area is that of anmalysis and modeling of structurcs with very slender
members. This includes members with length to radius of gyration ratio of the order
of 1,000. It also includes tension-stiffened and tension-stabilized structures.

Congiderably more work is needed on sensitivity analysis, that is the sensitivity
of the response of the structure to the various items listed in Figure 17.

Then there is a need for a hybrid continuum/discrete modeling and analysis
capability for specialized problems such as stress concentrations.

Finally, accurate determination of thermal, dynamic, and control forces is needed.

© GENERAL DEPLOYMENT/ERECTION ANALYSIS CAPABILITY
©® COMBINED KINEMATIC-STRUCTURAL ANALYSIS (INCLUDING ROTATION,
NONLINEAR ‘AND DAMPING CHARACTERISTICS OF JOINTS, AND
FLEXIBILITY OF MEMBERS)

® DETERMINATION OF DEPLOYMENT LOADS (BOTH MECHANICAL AND
DYNAMIC)

© ANALYSIS AND MODELING OF LATTICE STRUCTURES WITH VERY SLENDER
MEMBERS AND CABLES

® DYNAMIC CHARACTERISTICS OF STRUCTURES WITH BUCKLED MEMBERS
® STUDY OF NONLINEAR (LARGE ROTATION) EFFECTS
® IMPERFECTION SENSITIVITY

® LEVEL OF MODELING REQUSRED (TENSION-STABILIZED STRUCTURES
AND WRINKLED MEMBRANES)

@ SENSITIVITY ANALYSIS - SENSITIVITY OF RESPONSE T0:
® SURFACE INACCURACIES fE.G.. CURVED SURFACE STRUCTURES)

® VARIATIONS IN DESIGN VARIABLES {REQUIRED FOR EVALUATION
OF STRUCTURAL CONCEPTS AND FOR OPTIMIZATION)

©® MODELING DETAILS
® JOINT REXIBILITIES AND DAMPING CHARACTERISTICS
@ FATLURE OF SOME MEMBERS (DAMAGE TOLERANCE)
® HYBRID CONTINUUM - DISCRETE MODELING AND ANALYSIS CAPABILITY
’ © DETERMINATION OF THERMAL, DYNAMIC LOADS AND CONTROL FORCES

& THERMAL LOADS INCLUDING COMFUTATION OF RADIATION VIEW-
FACTORS

" .® DYNAMIC LOADS DUE TO DOCKING, MANEUVERING AND ASSEMBLY _ Ce >

A_Figuré 17.
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- < FUTURE DIRECTIONS FOP. MODELING AND ANALYSIS
OF LARGE SPACE STRUCTURES

:' Afr .ar as futun;_ directions are concerned, the driving forces are the nee&s for
o evaluat on of structural concepts, aad accurate prediction of strength, stiffness, and
EH fatigue life of large space structures (Figure 18). There are numerous opportunities
i provided by new advances in computer hardware, firmware, software, CAD/CAM systems,
éﬁ ' computational algorithms and materials technology. .
4
q DRIVING FORCE .
: © ® EVALUATE STRUCTURAL CONCEPTS . <o oo o0 oo 4
5 ® PREDICT STRENGTH, STIFFNESS, FATIGUE LIFE AND o
X - DAMAGE TOLERANCE | -
£ e MODELING AND ANALYSIS OF LARGE STRUCTURES
i - SUBJECT TO HARSH ENVIRONMENT ;
T ® RELIABILITY AND ERROR ESTIMATES OF SOLUTION !
:3, °  OPPORTUNITIES - PROVIDED BY NEW A'DVANLSES IN: N
® COMPUTER HARDWARE AND FIRMWARE N\
® COMPUTER SOFTWARE AND CAD/CAM SYSTEMS L
‘ B
: ® COMPUTATIONAL ALGORITHMS .
® MATERIALS TECHNOLOGY }
.
|
_ __Figgre 18 % ]‘
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RECENT AND PROJECTED ADVANCES IN COMPUTER
HARDWARE AND SOFTWARE

Some of the recent advances in computer hardware and software are listed in
Figure 19, The new computing systems include the supercomputers such as the CRAY 1S
and the CDC CYBER 205. The opportunities provided by these large computers are
discussed in Ref. 30. There are minicomputers with the new array processors such as
the FPS-164 which has 64 bit-length word and a computational speed of the order of -
12 MFLOPS (millions of floating point operations per second). Microprocessors are
likely to impact large space structures. Then there are the new multiple CPU computers
like the APPOLLO computers which have several processors running in an asychronous
manner using the same data base.

As far as the user—interface type of hardware 1s concerned, it is worth mention-
ing the new verbal (audio) and visual interfaces.

Considerable progress has been made in the software area. Software progress
includes relational data bases, which can handle large volumes of data and which
are a product of the IPAD technology at NASA Langley (Ref. 31), and the new geometric
modeling and graphics systems (such as the AD-2000 and the ANVIL~4G00). Perhaps one
area which needs more attention 1s that of artificial intelligence and its exploitation

in the design of large space structures.

® NEW COMPUTING SYSTEMS

SUPERCOMPUTERS (E.G., CRAY, CYBER 205)
MINICOMPUTERS/ARRAY PROCESSORS (FPS-164)
MICROPROCESSORS

MULTIPLE CPU COMPUTERS (E.G., APPOLLO COMPUTER) -
SEVERAL PROCESSORS RUNNING IN AN ASYNCHRONOUS
MANNER USING THE SAME DATA BASE.

® HARDWARE - USER INTERFACE
e GRAPHIC DISPLAY '
e VERBAL (AUDIO) AND VISUAL INTERFACES

® SOFTWARE
® RELATIONAL DATA BASES (RIM - NASA LANGLEY)

® GEOMETRIC MODELING AND GRAPHICS SYSTEMS (E.G., AD-2000,
ANVIL 4000)

. ® ARTIFICIAL INTELLIGENCE

"_-Figure 19
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INTEGRATED ANALYSIS AND CAD SYSTEMS

The efficient design of large space structures requires a strong interaction
between a number of disciplines including structures, controls, and thermal analysis,
among others. In response to this need, integrated analysis and CAD systems have

been developed and are currently upgraded to perform this task. Three examples are
listed in Figure 20.

® INTEGRATED THERMAL-STRUCTURAL-CONTROL CAPABILITY
(BOEING - NASA GODDARD)

e COMPUTER-AIDED DESIGN SYSTEM
(GENERAL DYNAMICS, MARTIN MARIETTA - NASA LANGLEY)

® FUTURE DISTRIBUTFD/INTEGRATED ANALYSIS DESIGN SYSTEM
AT LANGLEY

Figure 20
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FUTURE DISTRIBUTED/INTEGRATED ANALYSIS DESIGH
SYSTEM AT LANCLEY

A schematic of a future distributed/integrated analysis design system at Langley
is shown in Figure "3. It has an executive and a number of functional modules each
representing one of the disciplines. These models interact through a common rela-
tional information manager (RIM). The planned system, which is already well under
development, would allow the different modules to be executed on different computers

(distributed computing). The computers may even be located at different geographic
locations.

EXECUTIVE

T -~~_ I

GEOMEIRIC | grpucTURAL THERMAL |
'(VEDD-%O%? TRUCTUR? e | | [controus | [orapics|  |oprimization

RELATIONAL
INFORMATION
NAGER
v P = PRE- AND
POST- PROCESSO
DEC |+{ CDC |—{PRIME OCESSOR

=" ree
1 11 ]
b L

® LANGLEY
® OTHER CENTERS

Figure 21




SUMMARY

In summary, three topics are covered in this paper, namely, recent advances in
continuum modeling, progress in reduction methods, and analysis and modeling needs
for lurge space structures (Figure 22).

As far as continuum modeling is concerned, an effective and verified analysis
capability exists for linear thermoelastic stress, birfurcation buckling, and free
vibration problems of repetitive lattices. However, application of continuum modeling
" to monlinear analysis needs more development.

‘Reduction methods have proven to be very effective for bifurcation buckling and
static (steady-state) nonlinear analysis. However, more work is needed to realize
their full potential for nonlinear dynamic and time-dependent problems.

As far as aualysis and modelihg needs are concerned, three areas have been
identified.

As to be expected, the modeling and analysis of large space structures will be

strongly impacted by new advances in computer hardware, software, integrated analysis,
CAD/CAM systems, and materials technology.

® CONTINUUM MODELING

e VERIFIED FOR LINEAR STRESS ANALYSIS, BIFURCATION BUCKLING,
AND FREE VIBRATION PROBLEMS OF REPETITIVE LATTICES

® NEEDS DEVELOPMENT FOR NONLINEAR ANALYSIS

@ REDUCTION METHODS

e VERIFIED FOR BIFURCATION BUCKLING AND STATIC NONLINEAR
PROBLEMS

® FURTHER DEVELOPMENTS NEEDED FOR NONLINEAR DYNAMIC PROBLEMS

® ANALYSIS AND MODELING NEEDS
® GENERAL DEPLOYMENT/ERECTION ANALYSIS
® LATTICE STRUCTURES WITH VERY SLENDER MEMBERS AND CABLES
® SENSITIVITY ANALYSIS

. ® IMPACT OF NEW ADVANCES IN COMPUTER HARDWARE, SOFTWARE AND
.~ MATERIALS TECHNOLOGY o ' e

Figure 22
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RECENT DEVELOPMENTS IN THERMAL ANALYSIS '
OF LARGE SPACE STRUCTURES

R. F. O0'Neill
General Dynamics Corporation
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San Diego, California



LATTICE-TYPE SPACE STRUCTURES CAN EXPERIENCE
. ACCUMULATED PENUMBRAL SHADOWING

Thermal ‘analysis of relatively sparse structures in the space environment has

customarily omitted consideration of shadowing by up-sun structural members. This

. convention has been frequently questioned in the case of lattice-type structures
supporting very large, near-planar, Earth-facing surfaces (e.g., antennas). For
these, significant shadowing can occur whenever the solar vector is nearly tangent to
the orbital path. It thus becomes advisable to quantify the shadowing effect, but
_sparse structures present an exceptional element of complexity. A typical sparse
structural assembly, a parabolic expandable truss antenna (PETA), is portrayed in
figure 1. 1In such assemblies, multiple up-sun (i.e., shadowing) members may yield
only partial shadowing of an elemental area of interest, with the degree and duration
of shadowing being a strong function of the size and density of the structural '
assembly.
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THE TRADITIONAL APPROACH: THERMAL MODELING OF THE ON~ORBIT ASSEMBLY RADIAL ARM

Space heating anmalysis procedures usually assume either total shadowing or total
solar irradiation of individual elemental areas of mapped surfaces. The Vector Sweep
program (ref. 1) typifies this approach. While the latter convention is reasonably
sound for structural assemblies of which most -or all geometric dimensions are of the
same order of magnitude, it is less realistic for sparse structures composed of slen-
der members having extremely high length-to-diameter (R/d) ratios. Traditional
methods were employed in modeling an on-orbit assembly (OOA) spacecraft structural
assembly, as described in reference 2. The analysis model is shown in figure 2. :
Following computation of radiation view factors for spatially oriented arrays of geo-
metric subelements, incident space-environment heat rates were computed for each sub-
element at successive points in time throughout the orbit. The heat rate histories
were then incorporated in a thermal model of the radial-arm subassembly, which yielded
temperature histories for the radial-arm structural elements. The thermal analyzer
model nodal arrangement was geometrically identical to the Vector Sweep program sub-
element arrangement permitting direct incorporation of the Veetor Sweep output heat
flux histories in the thermal analyzer model. Notwithstanding its level of detall,

the thermal model is seen to be limited in scope, in that it can address only a local
region of the total structural assembly.

e Numbers represent
thermal analyzer model nodes ss
{1 n 1 12 ] 13 (1a4) 1§ | L | 17 1

T54 [55] 4

Ll e 1 v T 20 (n) 2z J 23 ] 24 | )

Figure 2
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THERMAL lRESPONSE AS PREDICTED BY TRADITIONAL METi-lODS

On—-orbit assembly spacecraft radial-arm cross-member temperature histories
obtained in the study in reference 2 are shown in figure 3.
to make a qualitative comparison of figure 3 with temperature prediction data from
the space structure heating (SSQ) procedure,. to be presented later. It is seen
that only six shadowing members are implied in the figure 3 temperature histories.
Thus, accumulated shadowing by multiple, more distant members is not taken into
account. This is a commentary on the limited geometric scop.e of the model of
figure 2. Conversely, the total shadowing (rather than penumbral) inferred
during the six non-Earth-shadowed intervals is probably excessive.

' ,4éeenbdd)
200 =\ a0 [__10. . |
F F ﬂ a{l10 -
100
|
Temperature |
(deg F)
-100 '
Shadowed heat flux Earth
histories permit detailed shadow
passage

thermal response calculations
-~200 \

-300
20 22 V) 2 4 6 8 10 12 14 16 18

Time after noon position (hr)

Figure 3

It will be instructive '
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AN ALTERNATE APPROACH: THE SSQ PROCEDURE

It will be seen that typical space structural members can experiénce intervals of
solar shadowing that vary widely in terms of timing, duration and degree, even on a

_single member. The SSQ program, introduced in reference 3, avoids inordinate computa-

tional complexity by confining attention to a single elemental location on a struc-
tural member of interest throughout an entire orbital period, proceeding thence to
similar treatment of individual alternate locations. The procedure considers a space-
craft in circular orbit and assumes fixed-Earth orientatien of the spacecraft. As

shown in figure 4, its angular position 6 in orbit is weasured from an arbitrary

datum. Orbital-plane angle of inclination to the Sun vector S is defined as B. . Also
noted in figure 4 is a moving-spacecraft right-handed coordinate system, of which the
positive x-axis is in the direction of motion, and the positive z-axis contains the

center of the Earth.

CIRCULAR ORBIT,

x [(H+3440)3
36 62750

= 0
t = —_ P
60

w

H = ORBIT ALTITUDE, n.mi.

= ORBIT PERIOD, min

= SPACUECRAFT ANGULAR POSITION IN ORBIT
ORBITAL PLANE INCLINATION TO SUN VECTOR
= COSBSING,SIN 8, COSBCOSO

DT O W
[}

Figure 4
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SHADOWING-MEMBER IDENTIFICATION B

The SSQ program permits definition of numbered structural node locations in the i

. spacecraft coordinate system, followed by definition of line segments (structural 1

‘members) in terms of bounding node numbers. Slender structural members are assumed .

to be cylindrical, and are assigned values of diameter, thermal mass per unit of .

length, solar absorptance, emittance, and view factor to space. Partially or totally -

opaque bodies are also defined in terms of bounding line segments, and the latter .

surfaces are assigned transmissivities that may vary as functions of solar angle of

incidence. . . _ : /

Following selection of a structural element of interest i, all spacecraft coor- \/
dinate data are transformed (without rotation) to an i-centered coordinate system. '
The latter data thus define potential shadowing members j. As shown in figure 5,
the locus of the spacecraft-Sun vector progressing about element i through a complete /
orbit describes a cone with its apex at the i-centered system origin. Potential Ce .
shadowers are represented as line segments. Simultaneous solution of line and cone ‘v
equations yields sets of intercepts (x, y, z)j which are then examined for residence . \
between limiting values (x, Yy, :)1,j and (x, y, z)z,j. Qualifying sets define indi- |
vidual members that actually do shadow element of interest i, permitting definition \
of the orbital position 8 at which shadowing occurs. At this point, shadowing mem-— A
bers j are retained in a new k array, in order of increasing 6. \

(x.y.2)5; .
d . . y e SHADOWER j COORDINATES TRANSLATED TO
SHADOWING i =0,0,0SYSTEM

o = \/(;z-x|),2+(y3-y|)j3iu_.-z,if

x3"‘|) (Vz‘yo . -(‘:"l) °

a = b, = ¢, =f = .. .
] ( L i ] I. i ] 1 ) «\'---..k
e  SHADOWER: ("—"")j - (y—,%' ),— - (‘—:‘)l .

o S1ocus: x2+22-y2nlp = 0 /S

Figure 5
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- - - SHADOW ORIENTATION

It now becomes necessary to examine the orientation of shadows Bk as viewed
from the element of interest i. As seen in figure 6, shadows traversing the visible
.solar disc can be classified as being essentially horizontal or nonhorizontal. The
latter distinction becomes an important discriminator in computing individual shadow-
ing durations. The two shadow classifications are compared in figure 6, in which._
assumed values fc - the radius of and distance to the Sun are shown: 375,735 n.mi., and
80,884,432 n.mi., respectively. Of major significance, the end points of a so-called
horizontal shadow are assumed to enter and leave the visible solar disc, but it is
3 - assumed that the end points of .a nonhorizontal shadow are never visible.
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INCLINATION ANGLE ¢' DETERMINES SHADOW CLASSIFICATION

X
!

:i Development of the test for,classifying shadow orientation is shown in fig-_ E .
o re 7. Unit vector ﬁ normal to S and Ly is obtaiRed by normalizing the product Ly x :
3§ 5. Incidence angle ¢y is the angle described by ny and the projection-of Ly on a Tt
:& plane normal to 5. Angle ¢p is employed later in computing t?e durationAof non- .
-3 horizontal shadow intervals. The scalar projection of Ly on Ny is (L - n)g, and : i
- : (T - & tan ¢)g divided by (L - n)y is the slope of the Ly projection normal_to S. Aﬁ o\
- shown in figure 7, (L - A tan $)i divided by the absolute value of vector (7 + L - n) ) !
S ﬂ)k is the tangent of angle ¢f. This angle is an indicator_of horizontal versus non- R R
i horizontal shadow orientation; i.e., for ¢y = 2 tan-1 (Rg/|S|), member k would barely TA
N qualify as nonhorizontal (see figure 6). At this point, a reasonable assumption is s
e imposed to define a horizontal shadow in terms of Rs/[S], as shown in figure 7. '
BN : . ’ H
-
-'_.. \ .
E \
T /T, xs ] _ ) \
= P RMRc L lies along shadowin memBer *“‘\' n
= Pk = unitvector L to S and Ly RN
. . . - 3
e ﬁk = unit vector 1L to S and | to orbit plane ! .
= T-funey o =LMWmemﬁmﬁmmwmmms [
o oy 2 s Rs  >TAN ¢ for horizontal shadow
= - iy « @C- ANy, Isl ‘
7 1, k ) —q4.AN A
- X o >, Sn (cos~1 | L, *S]) it ¢, GE 89° .
- A <ntan — A ’
- ¢ "t lﬁl r(L-u“)nl'L 21 + (L ﬁ) njk ’_
- : |
&
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'SHADOWING INTERVAL DURATION

AL '.;.' R

‘ It now becomes necessary to compute the durations required for each shadow to Y
~ traverse the visible solar disc. Methods employed to compute shadowing interval dur- }’- ":-' a
o ations are illustrated in figure 8, 'in which the following terms are introduced: N
I . 2 J’
[y . can L
> 6y = Beginning of interval .
' 6g = End of interval 'i.
a H b
A8 = B - 6 | o 2y
. . : : RS Y
d = Shadowing member width ' o oo ‘ .

%2 = Distance to intercept at 0

Horizontal shadow maximum durations are evaluated in terms of the projection of an

' -extremely long shadower on a celestial unit sphere. Nonhorizontal shadow durations
are related to their inclination angles ¢ to the orbit plane, the lower limit being
twice the bracketed term (a verticle shadow). However, the value that 8 and O for

both horizontal and nonhorizontal shadows cannot exceed is always limited by the
shadower end coordinates.
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MERGED SHADOWS

At this point, the k array of shadowing members is ordered in terms of increasing
O0x. Many adjacent shadows (or portions of horizontal shadows) probably merge to form
a single larger shadow. These conditions must be redognized and adjusted. The method
employed for merged horizontal shadows is illustrated in figure 9. Merged nonhori-
zontal shadows are accommodated by similar procedures. The latter adjustments permit
creation of a new "m" array of discrete shadowers as would be viewed from the "i"
element-of-interest, and each shadower is defined in terms of an effective distance

%, an effective width d, and bounding angles Op and Og.
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SIMUGLTANEOUS - NONMERGED SHADOWS

The SSQ program now creates & new m array of merged and nonmerged shadowing
members, ordered in terms of increasing 0pg. Overlapping ABp, intervals represent sub- .
A intervals in which more than one distinct shadow is contained within the visible solar
s disc. It is therefore necessary .to create an n array of subintervals of which 48, =

: "(BE - O0B)p, and in which the contributing members m are identified. A graphic repre-
sentation of this procadure is contained in figure 10.
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INTEGRATION OF SHADOW PROJECTIONS ON THE SOLAR DISC

Penumbral solar heat flux is computed by integration of projected shadows m on
the visible solar disc, as portrayed in figure 11. A solar disc area reduction fac-

tor SHAD, is computed as shown in figure 11.

Horizontal shadows are currently assumed

to reside in the center of the solar disc (constant by). For nonhorizontal shadows,
SHAD, is computed at eight equally spaced & points within each A8 interval. Earth-
shadowing simulation is superimposed by additional solar flux attenuation during
penumbra passage (assumed linear with 8) and by total eclipse during umbra passage.
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N C COMPUTATION OF SHADOWED INCIDENT SOLAR fLUX o . '

If selected lines j are identified as bounding an opaque or semiopéque surface,
only two such lines can be intercepts. During the resulting interval Gj +n - 935,
solar flux is further attenuated by a constant or variable transmissivity T, or camn be.
X - eclipsed. Solar angle of incidence Y to a transmissive surface is computed as shown
K in figure 12, in which the two intercepted bounding lines are represented as vectors
Ly and ii + n» and a vector triple product is formed to compute the solar incidence
angle. 1so shown in figure 12 is the total solar flux incident to element i, but
ot ] attenuated by (1) the summation of SHAD terms, (2) the transmissivity of a semiopaque
;; o intervening surface, and (3) angle of incidence to structural element i, in which S
- . is the solar heat flux constant, an input termn.
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5 _ ' HEAT . FLUX SUMMATION AND RESULTING THERMAL RESPONSE

Incidei t Earth thermal and albedo radiation fluxes are computed in the SSQ pro-
AN gram, but shadowing of these diffuse fluxes is not considered. Earth thermal heat
= flux qp is calculated as shown in figure 13, in which p is the Earth albedo factor
- " (input), sad Fg is a geometric factor for thermal radiation to a cylinder. It is

= contained iun the program as tabular functions of altitude (an input term) and struc-
o . tural member angle of inclination to  an Earth radius vector. Earth albedo radiation
g qs is also computed as noted in figure 13, in which
= H = altitude’

R = Earth radius

cos 85 = cos B cos 6

Asrays of solar, Earth thermal, and Earth albedo heat flux incident to structural
member i are contained in printed output and are also available for graphic display.

.
“oe

Total absorbed heat flux can be employed in computing the thermal response of an
elemental length of structural zmember of interest i. A differential energy balance
is used, in which mc is the elemental thermal mass, t is time (a function of 8), q is
total absorbed heat flux, 0 is the Stefan-Boltzmann constant, Fg is the element view
factor for radiation to space, € is the emittance of the element, and o is its solar

aillnl ill ||'|_

p ot

= absorptance. The closed-form solution in temperature T is evaluated at successive
. points of time.
2.
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" §SQ PROGRAM OUTPUT OPTIONS INCLUDE
HEAT FLUX AND TEMPERATURE PLOTS

The SSQ program is coded ia FORTRAN V for the CDC CYBER 172 computer, and can be
operated in either the batch or interactive mode. The input format is orderly and
uncomplicated. Printed output can be limited to heat flux and temperature prediction
data or can include expanded data identifying shadowing members, merged shadowers,
and shadowing members (m array) contained in multiple shadowers (n array). DISSPLA
software is employed in the graphic output subroutine. Tektronix terminal visual and/
or hard copy and FR80 hard-copy output are available. Typical FR80 graphic output
features are shown in figure 14. SSQ program heat flux output can easily be formatted
as required for input to other thermal-analysis programs. Temperature output can also
be formatted to accommodate the input requirements of structural—analysis programs
such as LASS (ref. 4) or NASTRAN.
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- &5 o _ ' SELECTION OF GENERIC MEMBERS

It is possible to achieve substantial simplification of the SSQ shadowing-member—
identification routine, and we can greatly reduce the task of computing incident heat
flux histories. For example, shadowed heat flux incident to each of 978 members of a
. 12-bay PETA structure throughout a complete orbit can be constructed from results com-
i.{: . puted for only 108 members. As shown in figure 15, the PETA structure contains nine

" basic member orientations that recur throughout the entire assembly. It is shown in
figure 5 that the locus of the subvehicle vector about any point throughout a com-
plete orbit is a cone of half angle (n/2-B), of which f is the solar vector angle of
incidence to the orbital plane. An array of members spanning the entire spacecraft,
and inclined B degrees from the orbital plane, will contain 108 members, 12 each of
nine generic orientations. Analysis of the members in this array will permit compu-
tation of shadowed heat flux histories for all members in the entire spacecraft.
Exceptions will be shadowing effects caused by major external space hardware. As will
be seen, the latter effects can be computed separately and superimposed on selected
heat flux histories, where appropriate.

- ON Generic
. members

Figure 15




CONSTRUCTING A HEAT FLUX HISTORY DATA BASE

"Following identification of a 12-bay transverse array of 108 generic members in
the PETA structure (fig. 16) and their respective shadowing members, it is proposed
-to compute shadowed incident heat flux histories for five (tentatively) equally
spaced locations on each of nine generically oriented members (fig. 15) of the 12-bay
generic member array. This data will comprise a heat flux history data file in which
each heat flux history is identified in terms of (1) one of the nine basfc member
orientations, (2) one of the five equally spaced member locations, and (3) distance
from the spacecraft leading and trailing edges. The data file will permit construc-
tion of heat flux histories for any or all structural members on the spacecraft, as
illustrated in figure 16. Consider a member residing at dj, equidistant from the
leading and trailing edges, as shown in figure 16(b). Incident heat flux to all
points on this member will have been already assembled in the data file for the entire
orbit (0 < 6 < 2u). But figure 16(c) portrays a member location, d; from the leading
edge and d3 from the trailing edge. Incident heat flux to points on this member will
be contained in the d2 record for the orbit interval (0 < © < 7), and in the dj
record for the orbit interval (m < 0 < 2n). Heat flux histories for all members can
thus be constructed rapidly, especially since many members will reside at identical
locations with respect to the leading and trailing edges of the spacecraft. In the
absence of additional major shadowing, such members will have identical heat flux
(and temperature) histories.

12 SAVS x 9 GENEMC
MEMBER DRENTATIONS

ey 0s0cx)
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Figure 16
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MAJOR BODY SHADOWING

5 _ Heat flux attenuation by major shadowing space hardware, if any, must be taken

h 3 into account before member thermal response can be computed.. Shadows cast by these
external bodies will traverse the spacecraft surface, and the shadow path is parallel
to the orbital plane only if B is zero. It will be necessary. to identify all struc- .
tural members any part of which resides within the limits of a shadow path. Major
shadowing computations can thus be limited to the latter members. A typical shadow-
ing situation is portrayed in figure 17. Of the shadowing-body coordinate data, the
maximum and minimum y valves correspond to points 2 and 3, respectively. At least
one end of potentially shadowed members must have a y coordinate no greater than yj.
For members meeting the latter test, let point 1 be either end of the structural
member, and : :

.YZ - Y1
J(xz -x2 + (yp - y2 + (22 - )2

B'mx - sin"l

y3-"1

J(X3 - xl)z + (y3

- B'min = sin~1

Yl)z + (23 - 21)2

= If B'pax > B > B'min for either end of the member, shadowing of a member will occur.
- Also, if both B' > B on one end of the member while both B' < B on the other end,
shadowing will exist. Shadowing intervals for all shadowed points can be computed
by the methods of figure 8. Major body shadowing effects must now be superimposed
on the heat flux data records of figure 16.

>T:*Figure 17
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LIMITING THE SCOPE OF TEMPERATURE COMPUTATIONS

Judicious selection of an.orbit for which B is zero (e.g., an equatorial orbit,
21 March or 2] September) and a preferred PETA attitude can permit temperature com-
putation for all members of a 12-bay PETA structure in terms of only 163 members
(plus members subject to major body shadowing). Effects of the choice of PETA atti-
tude and B on the task of computing member temperatures are illustrated in figure 18.-
Dark-shadowed regions of the PETA profiles represent areas in which the temperature
histories of all rmembers can be generated by computing the temperatures of a single
transverse array of generic members. Light-shaded areas are those in which each
member has one, and only one, thermally identical member in the opposite light-shaded ~
area. Thus, the PETA orientation of figure 18a (8 = 0) would require temperature
: history computation for exactly hz}f of the total number of PETA members. The same
;. PETA orientation with 8 # 0, shown in figure 18b, would yield a limited central region
" in which all temperature histories are represented in a single transverse generic-
. member array, but the above-noted light-shaded temperature correspondence is limited
to members situated on the vertical counterline. All members in the unshaded regions
N of figure 18c would require individual temperature computation. The PETA orientation
-3 of figure 18d (B = 0) -felds a large central region in which all member temperature
histories occur in a si.'gle transverse generic-member array. The latter advantage is
largely repeated in the orientation of figure 18e (8 # 0). However, the lower light-
shaded region members of figure 18e will each be thermally identical to those of the
upper light-shaded region. Temperature histories need only be computed for structural
members in the shaded region of figure 18e, which will include an array of generic

g L IR s Bl i
R St venperp Y S TR e I - :

R TR L S TR TLLERLN

members at the top of the region. Thus, 163 members can thermally model all 978 mem-
bers in the 12-bay PETA structure. Added to this, as noted earlier, are the
members that must be subjected to major body shadowing.
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i ssq IS FAST AND EFFICIENT 7
o : Assuming a 12 bay PETA analysis application, it is feasible to create one or ;

o more data files containing temperature histories for multiple points on each member I

- of the entire PETA structure, although the individual members will far outnumber the }:

= tcuperature histories. The latter records would be -indexed in terms of (1) types of ﬁ: /
- generic members (figure 19), (2) location on the member, and (3) distances from the o~
v spacecraft leading and trailing edges. Additionally, specific temperature records ] /jl
; might be identified solely in terms of specific elements of the structure. It would - :
i then be possible to create a detailed and accurate transient temperature profile of 0

- the entire structure by simply constructing a directory assigning identification of f

. - specific heat flux and temperature records to each member of the structure. To this’ Q

o point, a CYBER 720 CP time expenditure of only 3,380 seconds is estimated for the i

| entire structure, exclusive of plotting. This data base can be employed as the basis -

L for developing rapid-estimation thermal-analysis algorithms, possibly amenable to 5

o interactive execution. A

‘:_ L - : . o ;'l \'

?i; Ee T e :_3 R

4 o . |

* e Analysis of a 6-bay, 240-member PETA required only gx

b 4.14 CP seconds per elemental point (CYBER 720) i )
B : O .
- .. i /
: e 108 generic members can model incident heat flux i/
- histories, & 163 members can model temperature £

x histories for an entire 12-bay, 978-member PETA "

¥ . structure. Estimated CYBER 720 CP time is 3,600 seconds

o e Major body shadowing effects require added computation

e QGraphic output requires added expenditure _ =

[
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Figure 19
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N nzvtnopmc A RAPID-ESTIMATION ALGORITHY .
It is anticipated ‘that examination of the t-ermal-response data base will

reveal the existence of large groups of structural members that experience
similar temperature histories. This would permit the analyst to assign the latter

" members to analogous modules for purposes of subsequent simpliiied analyses. Thus,

thermal analysis of a single member might reasonably yield the thermal response of
all members of the module subset. Members subjected to major body shadowing will
experience incident heat flux histories differing markedly from those of the 108
generic heat flux schedules of tle 12-bay PETA structuré, necessita.ing separate
identification and analytical tresatment of these members. Therefore, it is probable
that the location of analogous modules would be much affected by the location of
major shadows. Moreover, variations iu the latter conditions might be expected from
mission to mission, or at different tfmes in a single mission. Examples of these
conditions might include the arrival of an upper-stage propulsion system, or the con-
tinuing reorientation of large solar panels. Thus, if we are working with a specific

‘algorithm, and later elect to relocate a large shadowing solar panel, we would prob-

ably wish to redesign the thermal-analysis algorithm. Application-peculiar shadowing
effects therefore suggest the possible desirability of partial or total batch execu-
tion of a baseline thermal analysis as a necessary prerequisite for redesigning ther-
mal-analyses algorithms. A -risual search of the graphic data for general temperature
excursion trends may not be the only means of deducing simplified thermal-analysis
algorithms., It would be relatively simple to record such statistical data as extreme
values, mean values, frequencies, and ranges. Whatever the nature of the simplified
algorithm, the first step in its development must be execution of the baseline SSQ
code. (See fig. 20.)

¢ |dentify generic structural memberé
® Create an incident heat flux déta base
® Superimpose major body shadcwing effects
¢ Create a temperature history data base
e Create simplified thermal analysis algorithms
— Examine the temperature data base
Identify key members

— ldentify statistical data 